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Abstract 

A novel modified adaptive sine cosine optimization algorithm (MASCA) integrated with particle swarm optimization (PSO) 

based local linear radial basis function neural network (LLRBFNN) model has been proposed for automatic brain tumor 

detection and classification. In the process of segmentation, the fuzzy C means algorithm based techniques drastically fails 

to remove noise from the magnetic resonance images. So, for reduction of noise and smoothening of brain tumor magnetic 

resonance image an improved fast and robust fuzzy c means algorithm segmentation algorithm has been proposed in this 

research work. The gray level co-occurrence matrix technique has been employed to extract features from brain tumor mag- 

netic resonance images and the extracted features are fed as input to the proposed modified ASCA–PSO based LLRBFNN 

model for classification of benign and malignant tumors. In this research work the LLRBFNN model’s weights are optimized 

by using proposed MASCA–PSO algorithm which provides a unique solution to get rid of the hectic task of radiologist from 

manual detection. The classification accuracy results obtained from sine cosine optimization algorithm, PSO and adaptive 

sine cosine optimization algorithm integrated with particle swarm optimization based LLRBFNN models are compared with 

the proposed MASCA–PSO based LLRBFNN model. It is observed that the result obtained from the proposed model shows 

better classification accuracy results as compared to the other LLRBFNN based models. 

Keywords Fuzzy C means algorithm (FCM) · Fast and robust fuzzy C means algorithm (FRFCM) · Local linear radial 

basis function neural network (LLRBFNN) · Adaptive sine cosine optimization algorithm–particle swarm optimization 

(ASCA–PSO) · Sine cosine algorithm (SCA) 

 

1 Introduction 

In recent years, the death rate grows unanimously due the 

brain tumors at every age groups. According to the report 

published by the American Brain Tumor Association 
 

 
(ABTA) February 24, 2016 [1], that the children and 

young adults between 15 and 39 age group are affected 

due to malignant brain tumors. Between the age group 15–

19 years olds, the cancer related deaths are growing 

rapidly as per the report. When the data is analysed in 5-

year age incre- ments, the researchers found that the 

mentioned age groups are affected by different types of 

tumor which is not known at its early stage. Basically 

brain tumors are categorized as malignant and benign 

tumors, which grows abnormally in the brain. Malignant 

tumors contains cancerous cells which grows to all the 

parts of the brain due to non-uniform struc- ture. Benign 

tumors are of uniform structure and contains non-

cancerous cells. When the brain tumor tissues grows 

slowly, it causes vision problem, vomiting tendency 

etc. to the patients. The complex structure of tumor 

diagnosis becomes a challenging task for the clinical 

doctors. In the study of biomedical imaging, magnetic 

resonance image plays a vital role of acquisition of brain 

tumors. Magnetic 



International Journal of Engineering, Management, Humanities and Social Sciences Paradigms (Volume 31, Special Issue of January 2019)  

ISSN (Online): 2347-601X and Website: www.ijemhs.com 

125  

resonance imaging (MRI) with high resolution becomes 

most popular imaging techniques in the hospitals. 

The manual diagnosis of the tumors by visualizing the 

magnetic resonance images in the clinic becomes a tedi- 

ous and time-consuming task for doctors due to complex 

structure of the tumor and noise involvement in magnetic 

resonance (MR) imaging data. It is impossible to transform 

the image to a desired simpler condition by manual detec- 

tion, which motivates us to propose a platform for automatic 

detection and classification of brain tumor from magnetic 

resonance image. So detection of tumor location and iden- 

tification at earlier stage is essential to reduce the tumor 

related deaths. At the same time the classification of brain 

tumor is also essential to know the types of tumor present in 

the brain. By utilizing the segmentation and classification 

techniques, doctors can track and predict the uncontrollable 

growth of cancer affected areas at different levels to provide 

suitable diagnosis at early stage. 

Segmentation of image from the magnetic resonance 

images is a consequential and arduous task for detection 

of brain tumor tissues. It becomes a challenging task due 

to the involute structure and variations in images. The dif- 

ferent segmentation techniques such as FCM based genetic 

algorithm [2, 3], semi supervised learning with graph cuts 

[4], Berkele Wavelet transform [5, 6], Graphcut algorithm 

with co-segmentation for identification of exact cut point 

between edema and tumor [7], region growth segmentation 

[8], K-means clustering [9], spectral clustering [10, 11], 

wavelet transform image segmentation [12, 13], hidden 

markov random field models [14] etc. has been proposed 

for brain tumor segmentation. All mentioned segmentation 

algorithms aims to partitioning of data into clusters by mini- 

mizing the objective function and fails drastically remove 

noise from the magnetic resonance images. To improve the 

noise reduction capability and smoothening of magnetic 

resonance images, a novel improved FRFCM segmentation 

algorithm is proposed. The improved FRFCM technique is 

utilised to remove Rician noise from the magnetic resonance 

image in this research work. 

Further, the classifiers such as support vector machine 

(SVM), probabilistic neural network (PNN), convolutional 

neural network (CNN) extreme learning machine (ELM) 

are some of the popular classifiers has already been used 

for classification of brain tumors. Due to the complex 

mathematical calculations and higher computational time 

requirements in the mentioned classifiers, we are motivated 

to propose a hybrid modified ASCA–PSO based LLRBFNN 

classification model for classification of brain tumors from 

magnetic resonance images. The proposed research work 

presents a novel image segmentation and classification 

technique for automatic detection and classification of brain 

tumor from magnetic resonance images. 

The research work focuses on two contributions based 

on segmentation and classification. The contributions are 

summarised as follows: 

• In first aspect, we are proposing an improvement to fast 

and robust FCM (FRFCM) based segmentation algo- 

rithm. The improvement has been made to the member- 

ship partition matrix of the FRFCM [15] algorithm and 

a wiener filter is employed to improve the Rician noise 

reduction capability. Further, the fuzzy membership 

value of the pixel has been updated to maintain image 

precision and smoothening of the magnetic resonance 

brain tumor images. The complete mathematical deriva- 

tion has been developed for the new IFRFCM segmenta- 

tion algorithm to maximize the segmentation accuracy. 

• In the second aspect, we are proposing modifications 

to the parameters of hybrid adaptive sine cosine opti- 

mization integrated with particle swarm optimization 

(ASCA–PSO) [16] algorithm to maximize the optimi- 

zation performance of the hybrid algorithm. The con- 

vergence parameter, position and velocity equations in 

the algorithm has been modified and the mathematical 

calculations with modification has been developed. Fur- 

ther, six bench mark functions are considered to validate 

the optimization performance of the proposed modified 

ASCA–PSO algorithm. With the modified convergence 

parameter, new velocity and position equations the pro- 

posed MASCA–PSO algorithm has been employed to 

optimize the weights of the LLRBFNN model for clas- 

sification of brain tumor. 

The paper is organized as follows. Section 2 presents 

the literature survey followed by research flow diagram, 

Sect. 3 presents the proposed improved fast and robust 

FCM segmentation technique, and Sect. 4 presents modi- 

fied ASCA–PSO algorithm for LLRBFNN model, Sect. 5 

presents the results and discussion and Sect. 6 presents con- 

clusion and future scope followed by the reference. 

 
2 Literature survey 

In recent days researchers proposed image segmentation 

techniques based on FCM algorithms. Segmentation method 

is predicated on a rudimental region growing method and 

uses membership grades of pixels to relegate pixels into 

felicitous segments. From the literature survey, it is found 

that, FCM algorithm has ability to obtain texture and back- 

ground information from the simple images, but failed in the 

case of complex noisy images where spatial information’s 

are not considered. To overcome this problem, Ahmed et al. 

[17] proposed with spatial information (FCM_S) by consid- 

ering intensity inhomogeneity, but the disadvantages is that 
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during computation the term spatial neighbour is considered 

in each epoch which takes more computational time. Further 

to reduce the computational burden, the spatial neighbour- 

hood information has been proposed by Chen and Zhang 

[18] with spatial term. There are two variants FCM_S1 and 

FCM_S2 and both are not able to reduce Gaussian noise. 

Szilagyi et al. [19] proposed enhanced FCM algorithm 

(EnFCM) by using gray levels lesser value than the size of 

the image to reduce the time complexity burdens due to the 

spatial term. In EnFCM the parameter α (adjustable) plays 

a vital role for the improvement of segmentation results. To 

reduce noise and guarantee the detail-preservation of seg- 

mentation, the FGFCM (fast generalized FCM algorithm) 

has been proposed by Cai and Chen [20] with a similar- 

ity measure factor which improves the robustness of FCM, 

but FGFCM requires more parameters than the EnFCM. 

The fuzzy local information c-means clustering algorithm 

(FLICM), replaces the parameter α by a fuzzy factor in the 

objective function to delineate the noise and detail image 

preservation which is proposed by Krinidis and Chatzis [21]. 

For the development of a novel FCM algorithm, the algo- 

rithm should be free from selection of parameter. In this 

contrast FLICM, improves the segmentation process, but not 

free from parameter selection and also not perfect for local 

information of images and fails to remove Gaussian noise 

beyond 30%. To enhance the performance of FLICM Gong 

et al. [22] proposed kernel metric with local information for 

noise reduction which is free from selection of parameter. 

FCM with local information and kernel metric (KWFLICM) 

proposed by Gong et al. [23] to reduce noise and improve 

the robustness of FLICM. Guo et al. [24] proposed adaptive 

FCM algorithm based on noise detection (NDFCM), which 

is faster since the image filtering is done before starting of 

iterations. In this, the trade-off parameter has been tuned 

automatically by considering the local variance of image 

grey levels. To ameliorate the robustness to noise and avoid 

parameter, Tao Lei et al. [15] presented a fast and robust 

FCM (FRFCM), which is based on membership filtering and 

morphological reconstruction. FRFCM [15] uses median fil- 

tering to the membership partition matrix for noise reduc- 

tion and improvement of segmentation accuracy. The local 

spatial information of images has been added into FRFCM 

by employing morphological reconstruction operation to 

guarantee noise level reduction and image detail-preserva- 

tion. The FRFCM [15] employs more parameter, and fails 

to reduce Gaussian noise, salt and pepper noise and uniform 

noise from the synthetic image beyond 30%. 

To improve the Rician noise removal capability of 

FRFCM algorithm, an improved fast and robust FCM algo- 

rithm (IFRFCM) has been proposed by improving the mem- 

bership partition matrix and employing a wiener filter to the 

membership partition matrix of the FRFCM algorithm. The 

fuzzy membership value of the pixel has been updated to 

maintain image precision and smoothening of image. The 

proposed segmentation algorithm can provide good seg- 

mentation results for magnetic resonance images with high 

segmentation precision. We have taken eight previously pro- 

posed FCM based algorithms for the comparison with our 

proposed IFRFCM segmentation technique. 

While considering for classification of brain tumors from 

magnetic resonance images, the classifiers such as support 

vector machine (SVM) with weighted kernel width achieves 

an accuracy of 89.92% for cancerous tumors proposed by 

Rezaei and Agahi [25]. Torheim et al. [26], uses texture fea- 

tures, SVM and achieved a classification accuracy of 87% for 

3DMR images. Ruixuan Lang et al. [27] uses convolutional 

neural networks (CNNs) for 3D MR images and achieves the 

dice accuracy of 80%, Deepa et al. [28] proposed Extreme 

learning machine and genetic algorithm for classification 

of tumors and achieves 97.55% accuracy etc. The hybrid 

model PSO (Particle swarm optimization) based LLRBFNN 

Algorithm for automatic brain tumor detection proposed by 

Krishna [29]. There are different hybrid models such as 

LLRBFNN model with teaching learning based optimiza- 

tion (TLBO) weight optimization [30, 31] has been used for 

power signal classification, financial forecasting etc. Also 

the particle swarm optimization [32–35] technique which is 

based on bird flocking used in controller design, computa- 

tional intelligence etc. Further the hybrid optimization algo- 

rithm PSO–GA (PSO–genetic algorithm) proposed by Garg 

[36] and de Fátima Araújoa and Uturbey [37] uses PSO–DE 

(PSO–differential evolution) for performance assessment to 

the dispatch of generation and demand, Dipankar Santra 

et al. [38] uses PSO–ACO (PSO–ant colony optimization) 

to solve economic load dispatch problem. It is observed from 

the literature survey that, there is not enough research work 

on automatic detection and classification of brain tumor 

utilizing hybrid biologically inspired hybrid optimized 

models. In this research work, we are proposing a modified 

ASCA–PSO hybrid algorithm to optimize the weights of 

LLRBFNN model. With the modification in ASCA–PSO 

algorithm, the performance of the classifier also increases. 

The meta heuristic sine cosine algorithm (SCA) [39] has 

been hybridised with PSO by improvising the position equa- 

tion of ASCA–PSO [16] algorithm. The sine cosine algo- 

rithm basically based on the trigonometric sine and cosine 

functions as operators for updation of the parameters [40, 

41]. In ASCA–PSO hybrid algorithm, it is observed that 

still the parameters of the SCA algorithm needs proper tun- 

ing for maximizing the performance of optimization. In this 

research work, the learning parameter of ASCA–PSO hybrid 

algorithm has been modified by a inverse exponential factor 

which leads to new position and velocity equations which 

are utilized for optimization of weights of LLRBFNN clas- 

sifier model. To validate the optimization performance of 

the proposed modified ASCA–PSO algorithm six bench 
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mark functions are considered for optimization and results 

are presented. After observation from the testing result per- 

formance, the proposed MASCA–PSO hybrid algorithm has 

The objective function of the fuzzy c means algorithm 

with local information [21] is given by 

been employed for weight optimization of LLRBFNN model. ,N   ,c 
Js = 

m " 
kv" 

,N   ,c 

– v "
2 

+ Gkv (1) 

 Block diagram of proposed methodology 
v=1 k=1 v=1 k=1 

where the fuzzy factor is given by 

The research work is focussing on the segmentation and 

classification of brain tumor from magnetic resonance 

, 1  
G = 

  
1 − u  m"x

 – v "
2

 

image. The proposed methodology block diagram is pre- 

sented in Fig. 1. 

kv 

r∈Nv 

v≠r 

dvr + 1 kr " r k " (2) 

The research work follows the steps as (1) the brain MR 

images has been segmented by the improved fast and robust 

FCM (IFRFCM) algorithm at first step. After segmentation, 

the features has been extracted from the images using GLCM 

feature extraction technique. Further in the second step (2) 

the extracted features are fed as input to the PSO–LLRBFNN 

model, ASCA–PSO–LLRBFNN model and SCA–LLRB- 

FNN model and proposed MASCA–PSO based LLRBFNN 

model, for the classification of brain tumors. In the third stage 

(3) and the weights of LLRBFNN model are updated utiliz- 

ing MASCA–PSO algorithm and the classification compari- 

son accuracy results from the classifiers are presented. 

where the spatial Euclidean distance between pixels xv and 

xr is denoted by dvr , Nv is the set of neighbours within a 

window around xv and xr represents the neighbours of xv 

and ukr is the neighbours of ukv. With respect to cluster k , 

xv is the gray value of the kth pixel, ukv represents the fuzzy 

membership value of the vth pixel and N is the total number 

of pixels in the gray scale image f = [x1, x2, … , xN ], xv is 

the gray value of vth pixel,   denotes the cluster centre and 

determines the fuzziness of the consequential partition. 

With the fuzzy factor Gkv, the capability of noise reduc- 

tion improves. The fuzzy partition matrix is given by 

u   =
 1  

3 Proposed improved fast and robust FCM 
(IFRFCM) segmentation technique 

 
The proposed improved fast and robust FCM segmentation 
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improves noise reduction capability by employing a weiner 
∑N     

u
m
 x 

filter to the modified membership partition matrix of the 
v =     k=1    kv v (4) 

objective function of FCM algorithm with local information. 
k ∑N 

v=1 
ukv 
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e 

f 

kp" (p − vk 

From Eq. (3), it is found that the factor Gkv is com- 

pletely free of using any parameter that controls the balance 

 
vk = 

 

c 

k=1 
∑q 

u
m
 (p 

u 

 
(11) 

between the image noise and the image details, but computa- p=1  kp 

tional complexity increases. Clearly, there is a contradiction Now, we can write the membership partition matrix in 
between improving the robustness and reducing the compu- 

tational complexity simultaneously for FCM. 

c×q 

the form as U = ukp . Further, Considering convergence 

To reduce the computational complexity, the membership 

partition matrix is modified as 

speed of the algorithms and the performance of the parti- 

tion matrix U we employ a wiener filter [3, 42]. The new 

membership partition matrix is given by 
f 
, log ((

r
 ) m " "2 Gkv = exp(d 

)+ 1 
u

kr "xr − vk " 
(5) U

l
 = wiener [U] (12) 

r∈Nv 
vr 

v≠r 

 

where ukr is the neighbours of ukv, ( is gray value of image 

and is the smoothness parameter between 0 and 1. Fur- 

ther, considering the morphological reconstruction opera- 

tions such as dilation and erosion, the reconstruction of the 

image is considered as (p, which is given by 

The steps of implementation of the algorithm is as 

follows: 

Step 1 Choose the cluster value , filtering window size 

, and fuzzification coefficient , maximum number of 

iteration at the beginning. 

Step 2 Set loop counter l = 0 and update the cluster centre 

using Eq. (11). 

(p = RC(f ) (6) Step 3 Initialize the membership partition matrix ran- 

where R
C
 represents the morphological closing reconstruc- domly C 

e 

tion which is efficient for noise removal and f denotes an 

original image and reconstruction operators considering 

morphological closing reconstruction is given by 

Step 4 By using the equation (p = Re (f ), compute the 

new image. 

Step 5 Update U
l
 according to Eq. (12) until convergence 

of objective function, else go to step 2. 
R

C(f ) = R3 β Rβ (3 (f )) 
e Rβ

 (3 (f )) f 
(7) 

4 Modified adaptive sine cosine 
where 3 is the erosion operation, β is the dilation operation, 

is the closing operation and f represents original image. 

With image reconstruction operation, the filtering capability 

increases. Now, with morphological closing reconstruction 

the objective function is modified as 

optimization algorithm integrated 
with particle swarm optimization 
(MASCA–PSO) algorithm 

 
Due the complexity involved in learning parameter, the posi- 

,c    ,q 

Js = um "  
" 

 "2 
" 
" 

,c    ,q 

+ 

 
Gkp 

 
(8) 

tion equation and velocity equation of the ASCA–PSO took 

more computational time for convergence. The modification 

in the learning parameter leads to new velocity and posi- k=1 p=1 k=1 p=1 
tion equation. The mathematical calculations are presented 

From Eq. (8), it is evident that ukp represents the degree 

of membership of gray value p in cluster k, (p is a gray level, 

1 ≤ p ≤ q, q represents the gray levels contained in (. Then 
the modified fuzzy factor is given by 

for the hybrid modified ASCA–PSO (MASCA–PSO) to 

maximize the performance of the optimization. To validate 

the performance of the proposed MASCA–PSO algorithm 

six bench mark functions are considered. The PSO [32–35] 

f 
, log ((

r
 ) m " "2 

 
 

algorithm the velocity and position equations are as follows. 

Gkp = ukp"(p − vk " The velocity update equation is given by 
r∈qv 

v≠r 
exp(dvr )+ 1 " " (9)  

v (n + 1) = z × v (n) + β r pbest − x (n) + β r  pgbest − x (n) 
i i 1 1      i i 2 2 i 

where  
And the position update equation is given by 

(13) 

u   =
 1  x (n + 1) = x (n) + v (n + 1) (14) 

kp 
c 
� 

2 f 
� 1  i i i 

∑ ‖(p−vk‖ +G
kp m−1 (10) where is inertia coefficient, the Learning factors β repre- 

2 f 
1 

and 

j=1 ‖(p−vj‖ +G
jp sents the local position weight coefficient and β2 represents 

the global position weight coefficient. 
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j 3 i j 4 

X = 

best 

g 

X 
i 

According to sine cosine algorithm the position equation 

is updated as 

4.1 Proposed modified ASCA–PSO weight 
optimization LLRBFNN model 

n j gbest nj 

Xn+1 = Xi + 𝛼1 × sin 
n 

𝛼2   
× j𝛼 p 

j  
gbest 

– Xi j,    𝛼4 < 0.5 (15) The automatic classification of tumor tissues has been car- 
i
 + 𝛼1 × cos 𝛼2 

× 
j
𝛼 p 
j 

– X
nj

,    𝛼 ≥ 0.5 
j ried out by the proposed hybrid MASCA–PSO based LLRB- 

FNN model. The weights of the LLRBFNN (local linear 

where α1, α2, α3, α4 are the random variables and α1 is given 

by 

n 

radial basis function neural network) model has been opti- 

mized by hybrid MASCA–PSO algorithm. Also the position 

equation of the ASCA–PSO algorithm and SCA parameter 

α1 = a 1 − 
K

 (16) has been improved to get the faster weight optimization of 

the LLRFNN model which leads to unique classification 

where is the current iteration, K is the maximum number 

of iterations. 
The X

n
 represents the current position and X

n+1
 represents 

of brain tumor tissues. The proposed MASCA–PSO based 

LLRBFNN model is presented in this section for classifica- 
tion. The weights are updated by APSO algorithm. 

i i 

the update position. Here |⋅| represents the absolute value. 

The parameter α1 determines the next position regions of the 
search and explores to search the space to a higher value. 

The parameter α2 represents the direction of movement 

of towards or away from xi(n). The parameter α3 controls 

the current movement, during each iteration α1, α2 , α3 are 

updated and the parameter α4 equally switches between the 

sine and cosine functions. 

For fast convergence of the parameter α1 is modified as 

  1  

The motivation to use LLRBFNN [29, 30] model for this 

research work is that the weights of the model replaces a 

local linear model between output layer and the hidden layer 

of RBFNN which reduces the overall nodes requirement in 

the network. This model also provides better result to the 

pattern classification task than the multilayer perceptron 

(MLP), PNN (probability neural network) and RBFNN. The 

weights of the LLRBFNN Model is optimised with PSO, 

SCA, ASCA–PSO and MASCA–PSO algorithm and the 

results were compared. 

α11 =   
1 + exp α1 

(17) The input X = [x1, x2, … , xn] are the feature data points 
taken as inputs to the LLRBFNN model shown in Fig. 2 and 

And the corresponding position equation is given with 

modification factor presented as 

Z1, Z2, …, ZN are radial Gaussian activation function in the 

hidden units. 
The hidden activation function is given by 

j j 
X

n
 + 𝛼 × sin 𝛼 × j𝛼 y

n
 − Xn

j, 𝛼 < 0.5 
n+1 
ij 

ij 11 
n 

2 j 3  i j n 
i j 4 
nj −‖x−ci (n)‖2

 
2σ2 (21) 

Xij + 𝛼11 × cos 𝛼2 × j𝛼3yi 
− X

i j, 𝛼4 ≥ 0.5 Zn(x) = e n 

j j 
(18) where σ

2
 represents the controlling parameter, cN represents 

The PSO parameters update their positions and obtains 
n
 "x − c " 

the best solution y
gbest

. The velocity and position update the centre and the Euclidean distances given by " i(n)". 
g 

equation is given by 

    v (n + 1) = z × v (n) + β r y − x (n) + β r 

 

 

ygbest − x (n) 

Mean square error is obtained by minimizing the objec- 

tive function as 

,N 

i i 1 1      i i 2 2 g i 

(19) 
MSE(e)= 

1
 

N 

 

 

n=1 

   2 

dn − yn (22) 

yi(n + 1) = yn(n) + vn(n + 1) (20) 
i
 

i
 where “d” is the desired vector. 

The xij is influenced by the best solutions of the group 

in the PSO layer yi and yi is influenced by the best solution 

between the whole set of individuals in the y
gbest

. To validate 

the optimization performance of the modified ASCA–PSO 

hybrid algorithm six benchmark functions [43, 44] are pre- 

sented in Table 4, and the corresponding comparison opti- 

mization results are shown in Fig. 4a–f in Sect. 5.2. 

In this network the weights are initialized to zero and 

optimized by using MASCA–PSO algorithm. The param- 

eters taken in this work as Maximum velocity = 1.0, mini- 

mum velocity =− 1.0, a = 2, β1 = 0.5, β2 = 0.5. The popula- 

tion size is taken as 100 and the maximum number of 1000 

iterations are considered for execution. 

3 
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Fig. 2 MASCA–PSO based LLRBFNN 

 

 

 

 

 
 

 

The weights of the LLRBFNN classifier has been 

optimized with proposed MASCA–PSO  algorithm. 

The extracted features are fed as input to the modified 

ASCA + PSO based LLRBFNN model which is shown in 

Fig. 4 for classification. Further the weights of LLRBFNN 

model are optimized with PSO, SCA, ASCA–PSO and accu- 

racy results are presented in Table 13. 

5 Result and discussion 

 Segmentation results utilizing proposed 
Improved FRFCM algorithm 

 
We have considered the magnetic resonance image of size 

256 × 256 corrupted by Rician noise [45, 46] with σn = 10 

and σn = 20, and the results has been presented in Fig. 2a–k. 

The magnetic resonance image of Alzheimer’s disease is 
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Fig. 3 Segmentation results on the MR image corrupted by Rician 

noise (l = 9). a Original image. b Image corrupted by Rician noise. 

c FCM result. d FCM_S1 result. e FCM_S2 result. f EnFCM result. 

g FLICM result. h KWFLICM result. i NDFCM result. j FRFCM 

result. k IFRFCM result 

 

taken from brain database [47, 48] for the purpose of 

segmentation. 

Figure 3c–k shows segmentation results of proposed 

IFRFCM algorithm and all other mentioned algorithms. Due 

to the mean filter, The FCM S1 obtains a poor segmentation, 

but FCM S2 obtains a somehow better segmentation result 

than FCM and FCM S1 as the median filters employed by 

FCM S2. It can be seen that from the segmentation results 
that the performance of EnFCM, FCM S1, FCM S2 are 

gives proximately kindred result in terms performance eval- 

uation, but has good visual effect than the other algorithms. 

 Segmentation performance evaluation 

 
The performance result of segmentation is evaluated by seg- 

mentation accuracy (SA), and a quantitative index score (S) 

[19]. The segment accuracy is given by 

not up to the mark, while KWFLICM, NDFCM FRFCM �c    
A  ∩ C SA =     k k 

and IFRFCM shows satisfactory results of denoising. It is 

observed that the proposed IFRFCM algorithm shows better 

visual denoising result than the other algorithms. The pro- 

posed IFRFCM utilizes a modified partition matrix which 

 
 

and 

 

k=1 

∑c 

j=1 
Cj 

(23) 
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Table 1 Segmentation 

 
 

Image Time in seconds 
performance evaluation    

FCM   FCM S1    FCM S2    EnFCM    KWFLICM    FLICM    NDFCM    FRFCM    IFRFCM 
 

Img-1 3.85 2.28 2.23 1.98 9.34 16.04 4.66 1.52 0.36 

Img-2 4.15 2.29 2.16 2.15 9.27 18.63 3.8 1.32 0.33 

Img-3 4.69 2.19 2.1 2.15 9.31 11.49 4.06 1.36 0.31 

Img-4 3.48 2.2 2.21 2.39 9.12 10.07 2.88 0.44 0.25 

Img-5 3.28 2.11 2.34 1.15 8.87 9.89 3.23 0.54 0.24 

Img-6 3.45 3.23 2.35 1.62 8.45 10.34 2.34 0.46 0.35 

Img-7 4.35 3.11 3.03 1.22 9.34 11.12 2.35 0.45 0.37 

Img-8 4.22 3.12 3.11 1.66 9.46 11.22 2.21 0.54 0.33 

Img-9 3.96 3.67 3.27 1.64 9.89 12.92 2.11 0.34 0.29 

Img-10 3.98 3.49 3.21 1.45 10.12 11.32 2.45 0.52 0.32 

Bold values represents the segmentation performance 

Table 2 Segmentation accuracy the set of pixels in the Ground Truth. Tables 1 and 2 pre- 

Algorithm Noise level sents the computational time of the nine algorithms includ- 
   ing IFRFCM algorithm and the segmentation accuracy in 
Rician noise (σn = 10) Rician noise 

(σn = 20) 

FCM 91.28 88.12 

FCM S1 96.85 90.34 

FCM S2 98.81 95.62 

En FCM 98.72 96.84 

FLIFCM 98.65 96.27 

KWFLICM 98.82 97.01 

NDFCM 99.92 98.61 

FRFCM 99.95 99.12 

IFRFCM 99.96 99.36  

Bold values represents the best result obtained in terms of segment 

accuracy 

percentage. The proposed improved FRFCM segmentation 

technique provides noise free magnetic resonance images 

for tumor detection. The performance analysis of segmented 

images were calculated and presented in the Table 1. The 

segmentation accuracy by the proposed IFRFCM is better 

than the other FCM based algorithm is shown in Table 2. In 

some cases both the segmentation processes FRFCM and 

IFRFCM shown the nearly similar results, still the proposed 

IFRFCM segmentation is preferred due to robust capability 

of reduction of Rician noise. 

 Quality measures 

 
To compare the performance of the different algorithms, 

,c    
A  ∩ C two quality indexes are considered as structural similarity 

S =  k k 

k=1 Ak ∪ Ck (24) (SSIM) index and the quality index based on local vari- 

ance (QILV) [49, 50]. Both quality indexes provides struc- 

where c represents number of the cluster and Ak represents 

the set of pixels which belongs to the kth class while Ck is 

tural similarity between the ground truth and the estimated 

images. However, SSIM is more sensitive to the noise level 

 

Table 3 Quality measures for 
the MR image with Rician noise 

Algorithm R
 

ician noise 

σn = 10 

   
σn = 20 

 

  SSIM QILV PSNR (dB)  SSIM QILV PSNR (dB) 

 FCM 0.7621 0.6856 18.23  0.6912 0.6432 16.11 

 FCM S1 0.7834 0.7178 18.67  0.7146 0.6745 16.87 

 FCM S2 0.7889 0.7624 19.56  0.7722 0.7278 17.12 

 En FCM 0.7982 0.8346 20.02  0.7813 0.8123 19.87 

 FLIFCM 0.8349 0.9098 26.78  0.8182 0.8672 23.14 

 KWFLICM 0.8467 0.9147 28.12  0.8287 0.8712 25.83 

 NDFCM 0.8731 0.9262 29.47  0.8542 0.8892 27.41 

 FRFCM 0.9176 0.9478 33.78  0.8739 0.9214 31.31 

 IFRFCM 0.9318 0.9887 38.45  0.9129 0.9543 36.29 

Bold values represents the quality measure in terms of rician noise model 
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x ∏ 
√  

in the image and the QILV to blurring of the edges. In addi- 

tion to the both, the PSNR (peak signal to noise ratio) is also 

calculated. Table 3 shows the experimental results for two 

different values of σn = 10 and σn = 20. It is also observed 

that when σn = 10 , the quality measure PSNR value is 

38.45 dB and 33.78 dB in case of proposed IFRFCM and 

FRFCM segmentation techniques respectively. The higher 

value of PSNR in case of IFRFCM indicate better signal-to 

noise ratio in the extracted image. Also the larger value of 

SSIM indicates the noise reduction in the extracted image 

which is presented in Table 3. 

When compared with the proposed Improved FRFCM 

technique with other techniques with Rician noise model, the 

IFRFCM show a better performance in terms of noise reduc- 
tion which indicates a larger value of SSIM and the image 

Table 5 Parameters and values of optimization algorithm 

Algorithm Parameter Value 

SCA 2.0 

1 1.0 

2 Random (0, 2л) 

3 0.5 

PSO Maximum velocity (Vmax) 1.0 

Minimum velocity (Vmin) − 1.0 

β1 (cognitive coefficient) 0.5 

β2 (cognitive coefficient) 0.5 

SSA C1 (cognitive coefficient) 100 

C2, C3 Random (0, 1) 
WAO a (linearly decreased vector from 2 2 

to zero) 
 

 

edges are preserved as per the increased value of QILV of 

the proposed IFRFCM algorithm. The noise reduction per- 
formance of the NDFCM and FRFCM are good, but, as per 

r 2 

GWO a (linearly decreased vector) 2 

r1, r2 (random vectors) (− 1, 1) 

the QILV value, it shows image blurring which leads to loss 

of image information at the border and the image edges. 

MFO b (for defining the shape of the loga- 

rithmic spiral constant) 

1.0 

 Performance validation of proposed MASCA– 
PSO 

The experiments are carried out with Matlab 2017a soft- 

ware, CPU core I5 with 4 GB RAM. For the experiment the 

population size of 100 and number of iteration are taken as 

1000. SCA algorithm has the high searching computational 

capability, but the next position change is based on random 

and adaptive variable which gives unsatisfactory solutions. 

The lack of internal memory SCA will not be able to keep 

track of previous solutions. During the process of optimi- 

zation SCA rejects all fitness values and never preserves 

the possible set of solutions. Due to this it starts converg- 

ing slowly and may stuck at local minima. To overcome the 

t (random number) (− 1, 1) 

ABC The maximum cycle number 100 

Modification rate 0.8 

ASCA–PSO   a 2.0 

α1 1.0 

α2 0.5 

α3 1.5 

  β1, β2 0.5  

 

difficulties faced by SCA, the particle swarm optimization 

(PSO) algorithm has been integrated with sine cosine algo- 

rithm, in which PSO provides internal memory to SCA to 

keep track of all possible solutions to converge to global 

optima [51]. Six benchmark functions [43, 44] were con- 

sidered to justify the optimization capability of proposed 
 

Table 4 Benchmark functions 
 

 

Function Name of the function Details Dimension Bound regions 
for testing the proposed    

MASCA–PSO algorithm F1 Ackley’s function 
 

 

−0.2  1 
∑ 

x2 
 

30 (− 32, 32) 

−20 e 
d  

i=1   
i
 

−0.2     1  
∑ 

cos (2лxi ) 
 

−e 
d 

i=1 + 20 + e1
 

F2 Rastrigin function 
10d + 

∑d  � 

i=1 

x
2
 − 10 cos 

i 

� 
2лxi 

�� 30 (− 5.12, 5.12) 

F3 Griewanks’s function d   
x2 

i 

� � 
– cos i + 1 

 

30 (− 600, 600) 

i=1 
4000 

i=1 i 
 

F4 Quartic Function ∑d 30 (− 1.28, 1.28) 
ix

4
 

i 
i=1 

F5 Sphere function ∑d 30 (− 5.12, 5.12) 
x2 

i 
i=1 

F6 Step 2 function ∑d 30 (− 100, 100) 
⌊xi + 0.5⌋2

 

  i=1 

∑ d 
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Fig. 4 a–f Fitness curve of all algorithms 

 
 

Table 6 Computational time 
 

 

FUNCTION ABC PSO GWO MFO WOA SSA SCA ASCA–PSO MASCA–PSO 
taken by all algorithm for    

 

 

 

 

 

Bold values represents the best result obtained in terms of computation time 
 

MASCA–PSO algorithm which is shown in the Table 4. The 

parameters and values used during evaluation of optimiza- 

tion is presented in Table 5. 

To justify the performance of the proposed modified 

ASCA–PSO (MASCA–PSO) algorithm, six benchmark 

functions were tested with PSO [32], ASCA–PSO [16], 

SCA [39], slap swarm algorithm (SSA) [52], grey wolf 

optimization (GWO) [53], whale optimization algorithm 

(WOA) [54], moth flame optimization (MFO) [55], artifi- 

cial bee algorithm (ABC) [56, 57] along with the proposed 

MASCA–PSO algorithm. The results of all the algorithm 

presented from Fig. 4a–f. 

It can be seen from the Fig. 4a–f that the proposed 

MASCA–PSO algorithm took less time to converge in all 

the six functions in comparison to the mentioned algorithms. 

The function F1–F6 are all tested by all nine algorithms 

which are shown from Fig. 4a–f. The computational time 

taken by algorithms for six functions is presented in the 

Table 6. 

It is evident from the above table that the computational 

time taken by the proposed MASCA–PSO algorithm is 

nearly same to the SCA (sine cosine algorithm) algorithm, 

but the proposed algorithm is free from local minima. 

 
6 Database 

In this research work, we have considered Dataset-160 

and Data-255 from Harvard medical school of architec- 

ture (http://med.harvard.edu/AANLIB/) [47]. For our 
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functions F1–F6 F1 3.24 3.53 6.72 7.05 8.63 17.41 1.91 3.05 1.89 

 F2 3.37 2.30 6.75 4.52 6.05 17.38 1.71 2.11 1.81 

 F3 4.21 3.61 6.77 6.54 7.85 17.44 1.92 3.09 1.98 

 F4 1.85 3.30 6.82 6.34 7.80 17.33 1.81 3.07 1.81 

 F5 1.62 2.02 6.72 5.71 7.72 17.60 1.49 1.85 1.52 

 F6 2.37 1.95 6.81 5.54 7.52 19.33 1.51 1.88 1.35 

 

http://med.harvard.edu/AANLIB/
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Table 7 Dataset details 
Dataset Total number of images Images for training Images for testing 

 

 Normal Abnormal  Normal Abnormal  Normal Abnormal 

Dataset-160 20 140  16 112  4 28 

Dataset-255 35 220  28 176  7 44 

 

Table 8 Extracted values of the 
 

 

Sl. no.   Features Values for training and testing the performance of MASCA–PSO 
feature for Dataset-255    

1 Correlation 0.2316 

based LLRBFNN classifier. 

 

 

 

5 Homogeneity   0.9346 

6 Kurtosis 0.3114 

7 Energy 0.1547 
 

 

 

experiment, we have considered Dataset-160 which consists 

of (Normal-20, Abnormal-140) and Dataset-255, consists of 

255 (35 normal and 220 abnormal) T2-weighted magnetic 

resonance 256 × 256 axial plane brain images (Table 7). 

Abnormal brain MR images of Dataset-255 are from 11 

types of diseases, among which 7 types of diseases are same 

as the Dataset-160. Dataset-160 contains seven types of dis- 

eases [58, 59] such as Huntington’s disease, Alzheimer’s 

disease, Alzheimer’s disease plus visual agnosia, glioma, 

meningioma, Pick’s disease, sarcoma. The Dataset-255 con- 

sists abnormal images of 4 new types of diseases: chronic 

subdural hematoma, cerebral toxoplasmosis, herpes enceph- 

alitis and multiple sclerosis. 

 Feature extraction 

 
The statistical textural features such as correlation, DM 

(directional moment), entropy, coarseness, kurtosis, homo- 

geneity and energy were extracted using gray-level co- 

occurrence matrix (GLCM) [60, 61] technique for classifi- 

cation. The statistical textural feature values presented in the 

Table 8. These extracted features were used as input vectors 

Dataset-255 having T2-weighted magnetic resonance brain 

images. We have used 5 × 5 cross validation procedure to 

avoid over fitting problem. Sensitivity, specificity, accuracy 

are the measure of system performance in classification of 

normal and abnormal brain tumor MR images [58]. Sensitiv- 

ity shows the true positive rate in identifying the brain tumor, 

which calculates correctly classified number of abnormal 

images out of total number of abnormal brain MR images. 

Specificity shows the true negative rate in identifying the 

condition of normal brain, which calculates the number of 

normal brain MR images correctly classified out of the total 

number of normal MR images. The accuracy is the measure- 

ment of system effectiveness in conducting the whole classifi- 

cation, which calculates the total number of brain MR images 

that are correctly classified itself. The terms [58] utilized for 

performance measure evaluations are as follows: 

TP = number of abnormal images correctly classified 

TN = number of normal images correctly classified 

FP = number of normal images classified as abnormal 

FN = number of abnormal images classified as normal 

Sensitivity =
 
   TP

  
TP+FN 

Specificity =
 
   TN

  
TN+FP 

Accuracy = 
TP+TN

 . 
TP+TN+FP+FN 

 

The 5 × 5-fold cross validation procedure calculations dur- 

ing each run of Dataset-160 and Dataset-255 are presented 

 

 
Table 9 5 × 5-Fold cross 

validation procedure for 

Dataset-160 during each run 

(MASCA–PSO) 

 
 Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Total Accuracy (%) 

Run-1 32 31 32 32 32 159 99.375 

Run-2 32 32 32 32 32 160 100 

Run-3 32 32 32 32 31 159 99.375 

Run-4 32 32 32 32 32 160 100 

Run-5 32 32 32 32 32 160 100 

Final result       99.875 

Bold values represents the accuracy for Datase-160 

Accuracy in percentage = (99.375 + 100 + 100 + 100 + 100)/5 = 99.875 

2 DM 0.8183 6.2 Performance measure of classifiers 
3 Entropy 2.1834  

4 Coarseness 2.2354 For our experiment, we have considered Dataset-160 and 
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Table 10 5 × 5-Fold cross 

validation procedure of Run-1 

for Dataset-160 of (MASCA– 

PSO) 

 

 

 

 

 

 

 

 
 

Table 11 5 × 5-Fold cross 

validation procedure for 

Dataset-255 during each run 

(MASCA–PSO) 

 

 

 

 

 

 
Table 12 5 × 5-Fold cross 

validation procedure of Run-1 

for Dataset-255 of (MASCA– 

PSO) 

Bold values indicates the confirmation of fold wise first run calculations accuracy with Table-9 for Data- 

set-160 

First run accuracy in percentage = (100 + 100 + 96.875 + 100 + 100)/5 = 99.375 

 
 

 Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Total Accuracy (%) 

Run-1 51 51 50 51 50 253 99.2156 

Run-2 51 51 51 51 51 255 100 

Run-3 51 50 50 51 50 252 98.82 

Run-4 51 51 51 51 51 255 100 

Run-5 51 51 51 51 51 255 100 

Final result       99.61 

Bold values indicates the accuracy for Dataset-255 

 
 

Fold Test instances TP FN TN FP Accuracy (%) 

Fold-1 51 44 0 7 0 100 

Fold-2 51 44 0 7 0 100 

Fold-3 51 43 1 7 0 98.039 

Fold-4 51 44 0 7 0 100 

Fold-5 51 43 1 7 0 98.039 

Final result      99.2156 

Bold values indicates the confirmation of fold wise first run calculations accuracy with Table-11 for Data- 

set-255 

 

Table 13 Performance measure of different classifiers 
 

Classifier Dataset-160    Dataset-255  

 Sensitivity Specificity Accuracy in (%)  Sensitivity Specificity Accuracy in (%) 

PSO + LLRBFNN 0.97 0.85 95.50  0.98 0.94 97.96 

SCA + LLRBFNN 0.99 0.90 97.76  0.97 1.0 98.35 

ASCA + PSO + LLRBFNN 0.98 1.0 98.75  0.99 0.94 98.97 

MASCA + PSO + LLRBFNN 0.99 1.0 99.875  0.99 1.0 99.61 

Bold values indicates the accuracy of different classification techniques 

 
in Tables 9 and 11. Tables 10 and 12 shows the 5 × 5-fold 

cross validation procedure for first run of Dataset-160 and 

Dataset-255. The calculations are considered for modified 

ASCA–PSO based LLRBFNN classifier. 

It is found that  the  proposed  modif ied 

ASCA + PSO + LLRBFNN is better than other classifiers 

in terms of sensitivity, specificity and accuracy. Table 13 

 
 

shows the performance measure of all classifiers for Data- 

set-160 and Dataset-255. The fivefold cross validation pro- 

cedure have been employed for all the algorithms using 

Dataset-160 and Dataset-255. The accuracy obtained for 

Dataset-160 with PSO + LLRBFNN, SCA + LLRBFNN, 

ASCA + PSO + LLRBFNN, MASCA + PSO + LLRBFNN 

are 95.50%, 97.76%, 98.75%, 99.875% respectively. The 

Fold Test instances TP FN TN FP Accuracy (%) 

Fold-1 32 28 0 4 0 100 

Fold-2 32 27 1 4 0 96.875 

Fold-3 32 28 0 4 0 100 

Fold-4 32 28 0 4 0 100 

Fold-5 32 28 0 4 0 100 

Final result      99.375 
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Fig. 5 Mean squared error convergence (dataset-255) 
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Fig. 6 Mean squared error convergence (dataset-160) 

 
 

corresponding accuracy of method over Dataset-160 dur- 

ing each run of cross validation is listed in Table 9. The 

accuracy obtained for Dataset-255 with PSO + LLRB- 

MASCA + PSO + LLRBFNN model with features and 

achieved 100% accuracy in some runs with Dataset-160 and 

Dataset-255. The MASCA–PSO based LLRBFNN model is 

simple in construction and free from complex mathemati- 

cal calculations in comparison to PSO based extreme learn- 

ing machine. By employing feature reduction method with 

our proposed technique may provide better performance 

accuracy. 

6.3 Classifier computational time 

 
Computation time play an important role for evaluation of a 

classifier. At first, the computation time of each stage of the 

proposed MASCA + PSO + LLRBFNN method is recorded, 

and finally the average value is calculated as 7.31232 s for 

Dataset-255 and 8.93452 s for Dataset-160. Further the 

computation time for PSO + LLRBFNN, SCA + LLRB- 

FNN and APSO + SCA + LLRBFNN for each stage has 

been calculated for Dataset-255 and the average value is 

obtained as 19.2392 s, 11.2165 s, and 10.3735 s. For Data- 

set-160, the computational time is obtained as 21.23147 s, 

13.19823 s and 11.2931 s. It is observed that the proposed 

MASCA + PSO + LLRBFNN method shows faster con- 

vergence than the other mentioned algorithms. Further, 

the errors of the classifiers are expressed in terms of mean 

squared error (MSE) value shown in Fig. 5 for Dataset-255 

and Fig. 6 for Dataset-160. The error is calculated for one 

repetition of the cross validation procedure. 

T he  p e r  f or  ma n c e  r a t e   of pr  o p o s e d  

MASCA + PSO + LLRBFNN classifier depends on the con- 

vergence parameters setting. For Dataset-255, it is observed 

from the Fig. 5 that the proposed MASCA + PSO + LLRB- 

FNN model takes near about 360 iterations to converge. The 

PSO–LLRBFNN model takes near about 780 iterations, 

whereas the SCA + LLRBFNN and ASCA + PSO–LLRB- 

FNN model takes 460 and 400 iterations to converge. For 

Dataset-160, it is found that MASCA + PSO + LLRBFNN 

model takes near about 420 iterations to converge. The 

PSO–LLRBFNN model takes near about 800 iterations, 

whereas the SCA + LLRBFNN and ASCA + PSO–LLRB- 

FNN model takes approximately 490 and 510 iterations 

FNN,   SCA + LLRBFNN,   ASCA + PSO + LLRBFNN, 

MASCA + PSO + LLRBFNN are 97.96%, 98.35%, 98.97%, 

99.61% respectively. 

The corresponding accuracy of method over Dataset-255 

during each run of cross validation is listed in Table 10. 

Table 11 shows the fold-wise results of different perfor- 

mance measures at the first run in 5 × 5-fold CV procedure 

for Dataset-255. Nayak et al. [62] proposed Discrete rip- 

plet-II transform and modified PSO based improved evo- 

lutionary extreme learning machine for pathological brain 

detection and achieved 100% accuracy in classification. 

In this research work, we have also tested our proposed 

to converge. It is found from the mean squared error 

results that, the accuracy in SCA + LLRBFNN and 

ASCA + PSO + LLRBFNN is nearly similar, but the conver- 

gence is faster in the case of MASCA + PSO + LLRBFNN 

classifier. 

From these results and discussions, it is evident that the 

proposed MASCA + PSO algorithm provides superior opti- 

mized results with respect to accuracy and computational 

time. With the help of proposed segmentation technique, 

hybrid modified ASCA–PSO algorithm and statistical tex- 

tural features the brain tumor images were classified into 

cancerous and non-cancerous tumors. The performance of 

    Modified ASCA+PSO+LLRBFNN 

    PSO+LLRBFNN 

    ASCA+PSO+LLRBFNN 

    SCA+LLRBFNN 
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proposed technique of segmentation and textural features 

were found to be very useful to justify the performance of 

the modified ASCA–PSO based LLRBFNN classifier during 

training and testing. 

 
7 Conclusion and future scope 

In this research work, the brain magnetic resonance images 

are used for the purpose of segmentation and classifica- 

tion. To remove Rician noise and smoothen the image, an 

improved fast and robust FCM based segmentation tech- 

nique has been employed. From the segmentation result, it 

is observed that the proposed improved fast and robust FCM 

segmentation algorithm acquires higher value of SSIM and 

PSNR which confirms the removal of Rician noise from 

magnetic resonance image. After segmentation, the tex- 

ture features are extracted from magnetic resonance images 

using GLCM feature extraction technique. We have consid- 

ered seven distinguished features for the analysis purpose. 

The hybrid MASCA + PSO algorithm has been proposed 

for updation of weights of LLRBFNN model. To justify the 

robustness of MASCA + PSO hybrid algorithm, six bench- 

mark functions are considered and comparison results are 

presented. The extracted features are given as input to the 

modified ASCA + PSO based LLRBFNN classifier for clas- 

sification of benign and malignant brain tumors from mag- 

netic resonance images and compared with PSO + LLRB- 

FNN,   SCA + LLRBFNN,   ASCA + PSO + LLRBFNN 

classifiers. The accuracy of the classifiers PSO–LLRB- 

FNN, SCA + LLRBFNN, ASCA + PSO + LLRBFNN and 

MASCA + PSO + LLRBFNN for Dataset-160 and Data- 

set-255 shown in Table 13. The proposed classifier model 

has shown good potentiality in classifying the tumor into 

cancerous and non-cancerous brain tumors. 

The results presented in this research work shows unique- 

ness of the model and comparison results also depict clear 

classification accuracies. Datast-160 and Data-255 has been 

collected from Harvard medical school of architecture for 

the purpose of segmentation and classification. The results 

presented using the proposed modified ASCA + PSO based 

LLRBFNN model is suitable automatic classification of can- 

cerous and non-cancerous brain tumors and may help clini- 

cal diagnosis process by the radiologists or clinical experts. 

In the future research work, different hybrid algorithm such 

as BAT optimization algorithm with PSO and the harmony 

search for weight optimization of classifier, deep learning 

method, and feature reduction method with PSO–ELM 

for classification will be used to increase the performance 

accuracy. Also the advanced textures features can be con- 

sidered except the mentioned texture features for the clas- 

sification. Further, more efficient segmentation techniques 

with morphological reconstruction and membership filtering 

can be used for large dataset of magnetic resonance images. 
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